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1 Introduction 

 

 

The validation of analytical methods is a prerequisite for the quality and comparability of 

analytical results. It is part of the documentation of the fitness for purpose of the analytical 

procedure. Analytical results that are obtained by using validated methods are not only the 

basis of a reliable interpretation, but are also difficult to challenge in cases of controversy. This 

is important in the field of forensic toxicology. 

 

Chapter 1 of the GTCh "Guidelines for quality assurance in forensic-toxicological analyses" 

states that laboratories should guarantee that analyses are performed according to the 

currently acknowledged technical state of art. Chapter 5 of the same document describes the 

validation of analytical methods and the documentation of validation results. This implies that 

the validation of analytical methods should also be based on the currently acknowledged 

scientific level.  

In this appendix B of the GTFCh guideline for quality assurance, the criteria for the validation 

of methods that are regularly and routinely used are discussed in more detail. The 

recommendations in this appendix are based on current scientific state of knowledge. Besides 

the required validation parameters and their acceptance criteria, statistical methods for the 

calculation of individual parameters will be defined.  

 

If a method is used incidentally or only once, or in case of the analysis of postmortem 

material, the validation effort may be reduced or standard addition may be used, according to 

Ref. [1].  

 

If a validated method is modified, the fitness for purpose of the modified method shall be 

demonstrated. This may be accomplished by means of a partial validation, which includes the 

re-examination of those validation parameters potentially affected by the modifications in 

selected validation experiments. 
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2 Court-proof, identifying and confirmatory procedures 

 

2.1 Selectivity  

 

Selectivity is the capability of a method to simultaneously detect and identify unambiguously 

several substances that are to be analyzed without mutual interferences or interferences from 

other endogenous or exogenous substances (metabolites, contaminations, degradation 

products, matrix).  

 

Specificity is the capability of a method to detect and identify unambiguously a single subtance 

or substance class without being negatively affected by other substances in the sample (see 

above).  

 

Practical establishment:  

 

- Work-up of at least 6 blank samples, each from a different batch (blank without internal 

standard (IS)) 

 

-Work-up of at least 2 zero samples (blank with IS) 

 

- Work-up of spiked blank samples containing other substances and metabolites that may be 

expected in authentic samples  

 

-If applicable, additional work-up of authentic samples, containing high concentrations of 

potentially interfering substances including their characteristic spectrum of metabolites. 

 

In none of the experiments mentioned above, interferences (e.g. interfering peaks) with the 

aim of the experiment (identification and/or analysis of (a) substance(s)) should occur. 

The number of blank samples from different batches to be analyzed must be at least 20 if only 

2 diagnostic ions are used for identification with selected ion monitoring (the analytical reason 

for this procedure should be documented). In the experiments with spiked samples, a larger 

spectrum of other substances and metabolites should be tested for interference in a similar 

fashion.  

 

Note: In case of purely quantitative methods, for whicha satisfactory accuracy has 

been established, a separate work-up of blanks and zero samples may omitted. 
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2.2 Linearity of Calibration, after Ref. [8]  

 

The linearity of a analytical method is its capability to produce responses that are directly 

proportional to the concentration or amount of the substance in the sample, within a defined 

measuring range. 

 

2.2.1 Calibration range, after Ref. [12] 

 

The calibration range of an analytical method is the range between (and including) the upper 

and lower concentrations or amounts of a substance in a sample, for which acceptable 

precision, accuracy and linearity has been demonstrated. The chosen calibration range should 

cover the vast majority of the concentrations that are expected in authentic samples. If the 

therapeutic concentration range is known, it should fall within the calibration range. 

 

Practical establishment: 

 

-Prepare calibrators by spiking blank matrix at at least five concentration levels (not including 

zero), preferably spaced evenly across the calibration range. The lowest calibrator (not zero) 

should not be lower than the limit of quantitation. 

-Perform 6 determinations at each concentration (repeatability conditions). 

-Plot the peak area ratios, or if applicable the peak hight ratios (substance/IS) against the 

nominal concentrations (most probable values) of the calibrators. 

-Test for outliers by using the Grubbs-test (significance level: 95%) and if applicable remove 

significant outliers. In total, not more than 2 outliers must be present and these must not 

occur at the same concentration level. 

-Test for homogeneity of variance by using the F-test (comparing the highest and lowest 

concentration level), or by using the Cochran test comparing all concentrations (significance: 

99%). 

-In case of homogeneity of variance (homoskedasticity): use simple linear regression; test the 

fit statistically by using Mandel’s linearity test. 

-Non-homogeneity of variance (heteroskedasticity) is generally observed for calibration ranges 

covering more than one order of magnitude.  

-Alternative I: Limit the calibration range until homogeneity of variance is established. 

-Alternative II: Choose and statistically test goodness of fit of of a weighted calibration 

model. Generally, applying the weighting factors 1/x or 1/x2 will provide a sufficient 

compensation for heteroskedasticity. 

 

Before a linear model is discarded, the practical implication of the non-linearity should be 

evaluated, e.g. by examining the accuracy results. If these are acceptable, the linear model 

may be used nevertheless. 
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Note: If neat standard solutions are to be used as calibrators during routine application, it 

must be demonstrated during validation that the calibration curves of matrix calibrators and 

neat standard solution calibrators do not differ significantly. 

 

-Test for homogeneity of the residual variance of both calibration curves by using the F-test 

(significance: 99%); 

-regression analysis on the average response of the matrix- and neat standard solution 

calibrators: One-sample t-test on the significance (significance 99%) of the intercept 

(expected value: 0)) and the slope (expected value: 1). 

 

2.3 Accuracy, after Ref. [12]  

 

Accuracy is the the difference between an individual result and the accepted reference value 

resulting from both systematic and random errors. 

 

Practical establishment: 

 

-Prepare homogeous pools of quality control (QC) samples at at least 2 concentrations (low 

and high relative to calibration range), but preferably at 3 concentrations (low, medium and 

high relative to the calibration range), by spiking pools of blank matrix. 

-Divide into aliquots (individual QC samples). 

-Store under normal conditions (e.g. –20°C).  

-Analyze at least 2 QC samples of each concentration level, on each of at least 8 days.  

 

It is recommended to prepare an additional QC pool with concentrations well above the 

calibration range. These QC samples should be pretreated by using a smaller sample volume 

or by diluting, resulting in substance concentrations in the pretreated sample that are within 

the calibration range. The results obtained for these QC samples are multiplied by appropriate 

correction factors and subsequently used to calculate the accuracy and precision as with the 

other QC data. 
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2.3.1 Systematic error (bias) and Trueness, after Ref. [12]  

 

Bias is the difference between the average test result and the accepted reference value. It is a 

measure of the systematic errors in a quantitative analysis.  

 

- The bias is calculated from the average of all measurements and the accepted reference 

value at each concentration by using the following formula: 

 

 

 

 

 

 Average of all measurements 

μ Accepted reference value 

 

- Bias values within ±15% (±20% near the limit of quantification) are acceptable. 

 

Trueness ist he difference between the average of a sufficiently large number of measurement 

results (e.g. controls from routine) and the accepted reference value.  

The level of trueness is generally expressed in the form of a systematic error (bias).  

 

 

2.3.2 Precision, after Ref. [12]  

 

Precision is the extent of scatter of individual values around their average.  

It is a measure of the random errors of a quantitative analysis. 

Precision is generally expressed in terms of “imprecision” and calculated as a standard 

deviation of the measurement results. A higher imprecision is expressed by a higher standard 

deviation.  

 

 

2.3.2.1 Repeatability, after Ref. [10]  

 

Repeatability is the precision calculated from independent measurement results that were 

obtained by using the same method, the same sample material, in the same laboratory, by the 

same person and using the same instrumentation within a short time period.  
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Calculation: 

 

In an experimental design as described above, the calculation may be performed by using the 

formulas given in appendix I to this guideline, as follows: 

- Determination as relative standard deviation (coefficient of variation) within days: 

 

 

 
 

 RSDR  Repeatability 

 s2
 r  Variance, calculated according to appendix I 

 X ‾  Average of all measurements 

 

  

- RSDr  15% (20% near the limit of quantification) is acceptable. 

 

 

2.3.2.2 Intermediate precision 

 

Precision of the analysis within a laboratory, using the same sample with deliberate changes in 

one parameter (e.g. person, instrument or time) 

 

 

2.3.2.2.1 Time-different intermediate precision 

 

Time-different intermediate precision, in which the time factor „day“ varies between the 

measurements, is the most common type of intermediate precision.  

 

 

Calculation:  

 

In a study design as described above, the calculation of time-different intermediate precision 

may be performed with the help of the formulas given in appendix I of this guideline:  

 

 

- Calculation as relative standard deviation: 

 

 

 

 
RSD(T) Time-different intermediate precision 

s 2
 t  Between-day precision (variance) calculated according to app I 

s2
 r  Repeatability (variance), calculated according to appendix I 

X ‾  Average of all measurements 

  

- RSD(T) ≤ 15% (20% near the limit of quantification) is regarded as acceptable. 
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Analogous experimental designs are feasible for the determination of person-different and 

instrument-different intermediate precision. 

 

2.3.2.3 Reproducibility, after Ref. [10]  

 

Precision under conditions where results are obtained by using the same method and the same 

sample matrix, in different laboratories by different persons using different equipment.  

 

Calculation: Reproducibility cannot be calculated from an experimental design as described 

above. It may be determined by analyzing QC samples in different laboratories (e.g. by inter-

laboratory testing, provided all participants use the same analytical protocol). 

 

2.3.3 Combined acceptance interval for bias and precision 

 

In addition to the acceptance criteria mentioned above for bias and precision, the accuracy 

(combination of bias and precision), expressed as the 95% ß-tolerance interval, should be 

completely within an acceptance interval of ±30% (±40% near the limit of quantitation).  

If the bias and the time-different intermediate precision were determined from duplicate 

measurements on eight different days, the ß-tolerance interval may be estimated by using the 

following approximation: 

 
  

Lu lower limit of the 95% ß-tolerance interval  

Lo upper limit of the 95% ß-tolerance interval 

 

The limits of the tolerance interval obtained from these approximations represent the worst 

case situation. Thus, if they are still within the acceptance interval, the criteria can be 

considered fulfilled..  

If they are outside the acceptance interval, the equation for the exact calculation of the 

respective 95% ß-tolerance interval (given in appendix II) should be used to test if the 

method meets the acceptance criteria nonetheless.  

 

If the bias and the time-different intermediate precision were not determined from duplicate 

measurements on eight different days, the ß-tolerance interval should also be calculated 

according to appendix II. 
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2.4 Stability, after Ref. [20]  

 

The chemical stability of a substance in a specified matrix under given conditions over given 

time intervals. 

 

The stability of the analyte should be warranted from the moment of sampling until the 

completion of the analysis. The stability during storage and freezing/thawing is independent of 

the analytical method used and therefore appropriate stability data may be taken from the 

literature. If these data are not available, they must be acquired during method validation.  

In contrast, the stability of the (derivatized) analyte in a processed sample is very much 

dependent on the method used. Therefore, it must always be investigated during of method 

validation.  

 

2.4.1 Processed sample stability  

 

The stability of the (derivatized) analyte in a completely processed sample in the tray of the 

autosampler for the time of a regular analytical batch. 

 

Practical determination: 

 

-Work-up at least 6 QC samples at low and high concentrations (relative to the calibration 

range). 

-At each concentration, pool the processed samples.  

-Divide each sample pool into at least 6 aliquots. 

-Inject the aliquots at regular time intervals in over a time period that corresponds to the time 

of a regular (routine) analytical batch. 

-For each concentration, plot the absolute (!) peak areas (if applicable peak hights) against 

the times of injection and apply linear regression. 

 

A significantly negative slope of the regression line indicates instability of the (derivatized) 

analyte in processed samples. The maximum acceptable decrease in the peak areas (if 

applicable peak hights) over the testing period is 25% when deuterated standards are used 

and 15% in other cases (20% near the limit of quantification).  
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2.4.2 Freeze/thaw stability  

 

The stability of the analyte in the sample matrix during repeated freezing and thawing. 

 

Practical determination: 

 

-Analyze at least 6 QC samples at low and high concentrations (relative to the calibration 

range), without previous treatment (control samples). 

-Analyze at least 6 QC samples at low and high concentrations (relative to the calibration 

range), after at least three freeze/thaw cycles (stability samples). 

-Each freeze/thaw cycle should consist of at least 20 hours of freezing and at least 1 hour of 

thawing. 

 

The average result of the stability samples should be within 90-110% of the corresponding 

average result of the control samples. The 90% confidence interval of the stability samples 

should be within 80-120% of the corresponding average value of the control samples.  

 

2.4.3 Long-term stability 

 

The stability of the analyte in the sample matrix during storage over a longer time period.  

 

Practical determination:  

 

-Analyze at least 6 QC samples at low and high concentrations (relative to the calibration 

range), without previous treatment (control samples; they may be the same as the control 

samples for freeze/thaw stability) 

-Analyze at least 6 QC samples at low and high concentrations (relative to the calibration 

range), after storage under normal routine storage conditions, preferably over actual storage 

periods (stability samples).  

 

The average result of the stability samples should be within 90-110% of the corresponding 

average result of the control samples. The 90% confidence interval of the stability samples 

should be within 80-120% of the corresponding average value of the control samples.  
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2.5 Analytical limits 

 

2.5.1 Limit of Detection (LOD)  

 

The limit of detection is defined as the lowest concentration of the analyte in a sample, where 

the identification criteria are met.  

 

For its estimation, the following methods may be used: 

 

Determination of the signal-to-noise ratio:  

-Prepare samples with decreasing analyte concentrations in the range of the expected limit of 

detection, by spiking of blank matrix 

-Analyze the samples and determine the signal-to-noise ratios. 

 

The limit of detection is the lowest concentration of the analyte in the sample matrix, at which 

the signal-to-noise ratio is at least 3:1. In case of MS detection, this applies both to the target 

ion and the qualifier ions.  

In addition, the identification criteria (see main guideline) must also be met at the LOD. 

 

Alternative for MS-based methods (determination according to DIN 32645 [26]):  

 

-Prepare calibrators at at least 5 concentration levels (not including zero) starting in the range 

of the expected LOD by spiking of blank matrix 

-Calibrator concentrations should be spaced evenly over the calibration range and the 

concentration of the highest calibrator must not be more than 10 times the calculated LOD. 

 

Note: The resulting range of this calibration curve (for the determination of the analytical 

limits) is generally not identical with the full calibration- respectively linearity-range of the 

method.  

 

-Analyze the calibrators with a number of replicates at each concentration that corresponds to 

the number of replicates in routine sample analyses (generally single analysis) 

-Plot the peak area ratios (if applicable peak hight ratios; analyte/IS) of the least abundant ion 

against the nominal concentrations of the calibrators. 

-Apply linear regression and determine the limit of detection by using the following equation 

with  = 0.01 (in case of GC-MS analyses with  = 0.1)  

 

 
 

sXO
 standard deviation of the method 

t quantile of the t-distribution 

 level of significance (error type 1) 

m number of measurements 

n number of calibration levels 

X ‾  content value 

Qx sum of quares  
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2.5.2 Limit of Quantification (LOQ)  

 

The limit of quantification is the lowest concentration of an analyte in the sample matrix, that 

can be determined with an acceptable bias (±20%) and precision (RSD =20%), or with a 

predefined relative measurement uncertainty (33%, significance: 99%). 

 

Practical determination:  

 

Alternative I (Determination according to DIN 32645 [26])  

 

The procedure corresponds to the determination of the limit of detection as described in DIN 

32645. Both parameters may be determined in one experiment. 

 

-Prepare calibratos at at least 5 concentrations (not including zero) starting in the range of the 

expected limit of detection by spiking of blank matrix 

 

-Calibrator concentrations should be spaced evenly over the calibration range and the 

concentration of the highest calibrator must not be more than 10 times the calculated LOD. 

 

 Note: The range of this calibration curve (for the determination of the analytical limits) is 

generally not identical with the full calibration- respectively linearity-range of the method!  

 

-Analyze the calibrators with a number of replicates at each concentration that corresponds to 

the number of replicates in routine samples (generally single analysis) 

 

-Plot the peak area ratios (if applicable peak hight ratios; analyte/IS) of the target ion against 

the nominal concentrations of the calibrators. 

 

-Apply linear regression and determine the limit of quantification by using the following 

equation (k=3 and =0.01):  

 

 
 

k relative uncertainty result  

sXO
 standard deviation of the method 

t quantile of the t-distribution 

 level of significance (error type 1) 

m number of measurements 

n number of calibration levels 

X ‾  content value 

ß  probability (error type 2) 

Qx sum of quares  

 

 

 

-In addition, the limit of quantification may never be lower than the limit of detection. 

If the calculated limit of quantification is lower than the limit of detection, the limit of detection 

automatically becomes the limit of quantification.  
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Alternative II (Determination by using bias- and precision data) after Ref. [20]  

 

-Prepare a QC sample, independently of the calibrators, with a concentration that corresponds 

with that of the lowest calibrator by spiking of blank matrix 

-Replicate analysis of the QC sample (at least n=5) 

-Determine the bias and repeatability as RSD of the 5 determinations 

-The bias should be within ±20% and the RSD 20%  

 

2.6 Recovery and extraction efficiency  

 

 

2.6.1 Recovery, freely adapted from [12]  

 

The absolute recovery is defined as the complete transfer of the analyte from the matrix into 

the final solution to be analysed. It is determined from the ratio of the signals of the same 

amount of analyte or standard added to a biological sample and to a neat solution that has not 

been extracted (=100%). 

 

The determination of the recovery is always related to the absolute signals measured. 

Therefore, it can only be determined for methods, where the substance that is finally 

measured is available as pure reference substance. 

 

Practical determination: 

 

Alternative I (Determination of the recovery at two concentrations) 

 

-Analyze at least six solutions of neat standard solutions as well as at least six extracts, at 

high and low concentrations 

-Present the recovery as the ratio of the absolute signals (peak areas or -if applicable- peak 

hights) of the extracts to those of the neat standard solutions as a percentage (including 

standard deviation or 95% confidence interval) 

 

Alternative II (Determination of the recovery over the entire measuring range)  

 

-Analyze neat standard solutions and extracts at at least six concentrations, spaced evenly 

over the measuring range. 

-Apply regression analysis of the absolute peak areas (if applicable, peak hights) of extracts 

and neat standard solutions over the entire measuring range. 

-Report the recovery as the ratio between the slopes of the regression line of the extracts and 

the regression line of the neat standard solutions.  
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2.6.2 Extraction efficiency 

 

The extraction efficiency is defined as the integral transfer of an analyte from a matrix into the 

primary extract. It is determined from the ratio of the signals of the same amount of analyte 

or standard added to a biological sample and to a primary extract of a blank matrix sample 

(=100%). 

 

The determination of the extraction efficiency is especially recommended when the method 

involves a derivatization step, because the actually measured derivatives are generallynot 

available as pure reference standards. 

 

Practical determination: 

 

Alternative I (Determination of the extraction efficiency at two concentrations) 

 

-Analyze at least 6 control samples at high and low concentrations respectively, adding the 

analyte and the internal standard only after the extraction to the primary extract (100%).  

- Analyze at least 6 extracts at high and low concentrations respectively, adding the analyte to 

the matrix before the extraction, but adding the internal standard only after the extraction to 

the primary extract. 

-The extraction efficiency is calculated as the ratio of the peak area ratios (or, if applicable, 

the peak hight ratios (analyte/IS)) of the extracts to those of the control samples, as a 

percentage including standard deviation or confidence interval (95%)).  

 

Alternative II (Determination of the extraction efficiency over the whole measuring 

range)  

 

-Analyze at least 6 control calibrators, evenly spaced over the measuring range, adding the 

analyte and the internal standard to the primary extract only after the extraction (100%). 

-Analyze at least 6 calibrators, evenly spaced over the measuring range, adding the analyte to 

the matrix before the extraction, but adding the internal standard only after the extraction to 

the primary extract. 

-Apply regresson analysis to the peak area ratios (or, if applicable, the peak hight ratios) of 

control calibrators and extracted calibrators 

-The extraction efficiency is reported as the ratio of the slopes of the regression lines of the 

control calibrators as compared to the extracted calibrators. 

 

The extraction should be reproducible and should have high recoveries repectively high 

extraction efficiencies, preferably over 50% corresponding to a slope of 0.5 of the regression 

line. 

 

 



 16 

2.7 Matrix effects and recovery in LC-MS(/MS) methods 

 

Matrix effects are defined as the direct or indirect change of the absolute ion abundance by the 

presence of unintended analytes or other interfering substances in the sample. Both 

suppression (ion suppression) and enhancement (ion enhancement) of the signal can occur. 

 

Practical determination: 

 

-Analyze at least 5 neat standard solutions at both high and low concentrations (controls). 

-Prepare and extract 5 spiked matrix samples at both high and low concentrations using 

different blank matrices for each of the 5 samples (spiked matrix samples).  

-Prepare 5 spiked blank matrix extracts at both high and low concentrations using the 5 

different blank matrices mentioned above (spiked extracts).  

-Analyze the controls, the spiked matrix samples and the spiked extracts with LC-MS(/MS). 

-Calculate the recovery as the ratio of the peak areas (peak hights if applicable) of the spiked 

matrix samples to those of the corresponding spiked extracts as a percentage (average 

including standard deviation). 

-Calculate the matrix effect as the ratio of the peak areas (peak hights if applicable) of the 

spiked extracts to those of the controls as a percentage (average including standard 

deviation). 

 

The acceptance criteria for the recovery are the same as specified in paragraph 2.6.2.  

The acceptance interval for the average matrix effect is 75-125%. For the standard deviation 

of the matrix effect, 25% is acceptable when deuterated internal standards are used, and in 

other cases 15% (20% near the limit of quantification). 

 

2.8 Robustness, ruggedness, freely adapted from [20]  

 

The robustness of an analytical method is a measure of its capability to remain unaffected by 

small, but deliberate changes in the parameters of the method and shows its reliability under 

normal use.  

 

3 Immunochemical methods 

 

The full validation of an immunochemical method is very complex, because of the method-

inhertent nonlinearity of the calibration curves, the decisive influence of the shape of the 

calibration curves on the reliability of the positive/negative decision at the cut-off value, and 

the susceptibility to unwanted crossreactivities and unspecific binding to matrix components.  

The validation is generally performed by the manufacturers for those matrices and cut-off 

values that are specified by them. If the immunochemical method is used within these 

specifications, a further validation by the user is not necessary. If however the 

immunochemical method is not used in accordance with the manufacturer's specifications, e.g. 

when using other matrices and/or other cut-off values than proposed by the manufacturer, or 

when recommended limits exist for the confirmation analysis, at least the validation 

experiments described below should be performed. In case of a large deviation from the 

manufacturer's recommendations, a comprehensive validation study can be essential, which 

should then be performed in accordance with the guidelines of the US Food and Drug 

Administration (FDA) [22]. 
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3.1 Selectivity 

 

Practical determination: 

 

-Analyze at least 10 blank samples, each from a different batch, with the corresponding 

immunochemical method (if applicable after sample pretreatment, e.g. enzymatic hydrolysis, 

protein precipitation, extraction, etc) 

 

None of these blanks should give a positive result.  

 

3.2 Adequate Sensitivity  

 

Immunochemical test are used as preliminary tests for the identification of potentially positive 

samples. Therefore, positive results should be guaranteed at relevant concentrations of the 

relevant target analytes.  

 

Practical determination: 

 

-Choose at least 10 authentic samples, for which a concentration in the range of the required 

limit of quantification of the confirmatory method has been determined by that method.  

-Analyze the samples mentioned above with the immunochemical method (if applicable, after 

sample pretreatment, e.g. enzymatic hydrolysis, protein precipitation, extraction, etc). 

-In case of a test for a drug group, investigate the relevant target analytes separately.  

 

At least 90% of the cases should give a positive immunochemical result.  
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Appendix I: Calculation of the precision data 

 

Both methods of calculation that are presented below are basically in accordance with ISO 

standard 5725-2 (Basic method for the determination of repeatability and reproducibility of a 

standard measurement method). However, in the ISO standard the time-different 

intermediate precision is calculated instead of reproducibility. 

 

The equations that are presented here have been partly simplified and thusare only valid for 

experimental designs where replicate analyses are performed on several days, with a fixed 

number of analyses per day. If this is not the case, the more complex and generally valid 

equations from ISO 5725-2 should be used.  

 

A. Calculation from the parameters of one-way ANOVA (included in popular 

statistical programs like SPSS)  

 

With this method, the measurement results are evaluated by using one-way ANOVA. 

The resulting ANOVA table generally contains the mean squares within-groups (in this case: 

within-days) and between-groups. The repeatability and time-different intermediate precision 

can be calculated from these parameters by using simple mathematical operations. 

 

1. Repeatability 

 

Calculation of the repeatability variance 

S2
r = MSwg 

 

S2
r  Repeatability variance 

MSwg  Mean squares within groups (days) 

 

Calculation of repeatability from repeatability variance 

 

 

 

 

RSDr  Repeatability (precision) 

S2
r  Repeatability variance 

 Average of all measurements 

MSwg Mean squares within groups (days) 
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2. Time different intermediate precision 

 

Calculation of the variance between days 

 

 

 

 

S2
t Variance between days 

MSbg Mean squares between groups (days) 

MSwg Mean squares within groups (days) 

n Number of repetitions per day (n=2 for the proposed study design) 

 

Note: 

In case the calculation gives a negative result for s2
t, the result is set to zero. 

 

Calculation of time-different intermediate precision  

 

  

 

RSD(T) Time-different intermediate precision 

S2
t Variance between days 

S2
r  Repeatability variance 

 Average of all measurements 

 

 

B. Direct calculation from measurements  

 

With this procedure, the repeatability and intra-laboratory precision are calculated directly 

from the measurements.The formulas that apply are considerably more complex, but they can 

be handled by using programs like MS Excel and Valistat (www.arvecon.de). 

 

1. Repeatability 

 

Calculation of the repeatability variance 

 

 

 

 

 

S2
r  Repeatability variance 

p Number of days (in the proposed study design n=8) 

n Number of repetitions per day (n=2 for the proposed study design) 

xik Measurement k on day i 

 Average of the n measurements on day i 
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Calculation of repeatability from repeatability variance 

 

 

 

 

 

 

 

RSDr  Repeatability (precision) 

S2
r  Repeatability variance 

 Average of all measurements 

p Number of days (in the proposed study design n=8) 

n Number of repetitions per day (n=2 for the proposed study design) 

xik Measurement k on day i 

 Average of the n measurements on day i 

 

2. Time-different intermediate precision  

 

Calculation of time-different intermediate precision 

 

 

 

 

 

 

S2
t Variance between days 

 Average of the n measurements on day i 

 Average of all measurements 

p Number of days (in the proposed study design n=8) 

S2
r  Repeatability variance 

n Number of repetitions per day (n=2 for the proposed study design) 

 

Note: 

In case the calculation gives a negative result for s2
t, the result is set to zero. 

 

 

 

 Calculation of time-different intermediate precision 

 

 

 

 

 

RSD(T) Between-day intra-laboratory precision 

S2
t Variance between days 

S2
r  Repeatability variance 

 Average of all measurements 
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Appendix II: Calculation of the 95% ß-tolerance interval, after [25]  

 

The 95% ß-tolerance interval calculated based on bias and precision data from method 

validation is the interval, within which 95% of the future control measurements at the 

corresponding concentration level are expected to fall. If this tolerance interval falls 

completely within the acceptance interval mentioned above, 95% of the future control 

measurements at the corresponding concentration level are consequently expected within the 

acceptance interval.  

 

The 95% ß-tolerance interval can be calculated with the following formulas. Note that the 

number of repetitive measurements must be the same for each day. 

 

  
 

 

 
 

 

 

Lu Lower limit of the 95% ß-tolerance interval  

Lo Upper limit of the 95% ß-tolerance interval  

F Degrees of freedom 

tf;0,975 97.5% percentile of the t-distribution with f degrees of freedom 

RSD(T) Between-days intgra-laboratory precision 

p  Number of days 

n Number of repetitive measurements per day 

s2
r Repeatability 

s2
t Variance between-days  

 

 

 

  

 

 


